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Abstract—Software agents technology took an important role in information technology world for solving the complex problems in the real 

world, they behave like human intelligently, autonomously, cooperatively, and socially to solve problems or to support human users. In this 

paper an efficient classification model using agent's technology based on Cooperative Neural Network (CNN) is introduced, where a 

modular Neural Network (MNN)-classifiers (trained using back propagation with adaptive learning rate) attempts to reduce the effect of 

complex classification problems by decomposing the large complexity classification task into several sub-tasks; each one is handled by a 

simple, fast and efficient agent (classifier), each agent implemented using neural network where the role of neural network technology in 

agents is a supporting one. In this work a simulator has been developed to generate data sets that have controllable statistical behaviors 

with various degree of complexity. The simulators as well as the whole classification model have been built using "vb.net". The developed 

system was tested using different simulation cases and was able to obtain 100% correct classification accuracy for all cases in optimal 

execution time (because it takes only 5.5 seconds only to classify 100 sample each of 10 feature). 

Keywords— Neural Network, software agents technology, Cooperative Neural Network (CNN), Modular Neural Network (MNN), Back 

propagation (Bp), adaptive learning rate, classification. 

——————————  —————————— 
 

1 INTRODUCTION 

Classification is one of the most frequently 

encountered decision making tasks of human activity. A 

classification problem occurs when an object needs to be 

assigned into a predefined group or class based on a 

number of observed attributes related to that object. Many 

problems in business, science, industry, and medicine can 

be treated as classification problems [13], since we are 

living in a world full of data every day people encounter a 

large amount of information and store or represent it as 

data, for further analysis and management. One of the vital 

means in dealing with these data is to classify or group 

them into a set of categories or clusters. In order to learn a 

new object or understand a new phenomenon, people 

always try to seek the features that can describe it [11], and 

applying neural network proficiency to monitored 

classification is very much powerful in terms of robustness 

and adaptively, also it is useful for decomposing complex 

classification tasks into simpler sub-tasks and then puzzles 

out each sub-task efficiently using a simple module [12]. 

 

2 AGENTS TECHNOLOGY 

An intelligent agent can be defined as a piece of 

software which performs a given task using information 

gleaned from its environment to act in a suitable manner so 

as to complete the task successfully. The software should be 

able to adapt itself based on changes occurring in its 

environment, so that a change in circumstances will still 

yield the intended result [1] [9] [10] [14]. 

 
3 NEURAL NETWORKS 

Neural network one of the intelligence method based 

decision making and prediction systems where these 

methods are seemed to be successful to solve difficult and 

diverse problems by supervised training methods such as 

back-propagation algorithm [8].In the early stages of neural 

networks research, it was believed that the monolithic or 

unitary neural networks can solve difficult problems of 

varying difficulty when applied to classification and 

regression problems. Continued research in the field of 

artificial neural networks indicated that there are certain 

problems which cannot be effectively solved by the global 

monolithic neural networks. This led to the conception of 

modular neural networks (MNN) [6].  

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 3, March-2014                                                                              196 
ISSN 2229-5518 

IJSER © 2014 
http://www.ijser.org 

 

 
3.1 BACK PROPAGATION ALGORITHM 

The back-propagation training algorithm is an 

iterative gradient designed to minimize the mean square 

error between the actual output of multi-layer feed forward 

perceptron and the desired output [8] [5] [2]. It requires 

continuous differentiable non-linearity. The following steps 

summarized the algorithm assuming sigmoid as activation 

function. 

Step1: Initialize weights  

Set all weights to small random values. 

Step2: Define input and desired outputs vectors 

Presents a continuous valued input vector: x0, 

x1,…,xN-1 and specify the desired output d0, d1,…, dN-1. If 
the net is used as a classifier then all desired outputs are 

typically set to zero except those corresponding to the 

class the input is from, for such cases the desired output is 

set 1. The input could be new on each trial or samples 

from a training set could be presented cyclically until 

stabilize. 

Step3: Calculate actual output 

Use the sigmoid non linearity to calculate output y0, 

y1,..., yN-1. 
Step4: Adapt weights 

Use a recursive algorithm starting at the output nodes 

and working back to the first hidden layer. Adjust 

weights by 

wij
(t+1) = wij

t + η δ j  xi             ,……….…...………...(1) 

In this equation wij
t is the weight from hidden node i, or 

from an input to node j at time t, xi is either the output 

node i or is an input, η is the gain term, and δ j is an error 

term for node j, if node j is an output node, then 

δ j  =yj(1-yj) (dj-yj)                 ,…………………….…(2) 

Where dj is the desired output of node j and yj is the 

actual output. If node j is an internal hidden node, then 

δ j  = xj(1-xj)Ʃ δ jmwjk             ,…....…………………..(3) 

 Where k is over all nodes in the layers above node j.. 

Convergence is sometimes faster if a momentum term is 

added and weight change are smoothed by 
wij

(t+1)=wij
t +ηδ j  xi +α( wij

t−wij
t-1)     ,...............……....(4) 

where  0< α <1.   

Step5: Repeat by going to step 2. 

 
3.2  ADAPTIVE LEARNING RATE 

The adaptive learning rate can be adopted to speed up 

the convergence of the algorithm. For batch training 

strategy, the learning rate can be adjusted as follows [3]: 

if  errRiRP

t
P x errRiRP

t-1
P >0  then  ηRiRP

t
P = ηRiRP

t-1
Px ηRiRP

+ 

else if  errRiRP

t
P x errRiRP

t-1
P <0  then  ηRiRP

t
P = ηRiRP

t-1
Px ηRiRP

-
P   

else  ηRiRP

t
P = ηRiRP

t-1 

Where ηRiRP

+
P > 1,  ηRiRP

-
P <1 . 

 

3.3 MNN 

The inspiration for modular design of neural 

networks is mainly due to biological reasons, namely, the 

functioning of the human brain. Recent advances in 

neurobiological research have proven that the modularity is 

a key to the efficient and intelligent working of human and 

animal brains. Economy of engineering design, and 

complexity issues in artificial neural network learning are 

the other motivational factors for modular design of neural 

networks [6]. 

Systems that can work upon same or different inputs 

independently is said to show modularity. As such 

modular neural network are said to be those that comprise 

of two or more individual neural modules that can 
independently act on the inputs to produce output [4]. 

Modular artificial neural networks are especially 

efficient for certain classes of problems including 

classification problems, as compared to the conventional 

monolithic artificial neural networks [6]. 
 

3.4 CNN 
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Cooperative neural networks have been used for the 

last few decades in a broad variety of applications. It is 

suitable to use if the application is conclusive or decision 

based, like in classification or clustering problems. 

Specifically, areas such as data mining and financial 

engineering, has lot of use of cooperative neural network 

[12]. 

CNN is specifically useful for applications with a 

wide range of overlap in the input-space; they give enough 

information which enables the voting scheme to assign 

testing samples to their correct modules. Moreover, the 

specialized modules dedicated to the high-overlap regions 

are capable of drawing quite complex boundaries. In 

general, cooperative schemes prove to be more efficient and 

capable of handling more complex problems than other 

MNN schemes [7]. 

 

4  METHODOLOGY 

We will explain the structure of the used CNN, 

training phase, and finally making decision. 

 

4.1 CNN STRUCTURE 
The neural network composed of three layers; input 

layer contain n nodes, where n is the number of class 

features, hidden layer contained p nodes, where: 

p = n/2 + 1        ,..........................................(5) 

The output layer contains one node, its value is close 

to 1 when the input vector belongs to the class, otherwise 

the node value is significantly less than 1. 
 

4.2 CNN TRAINING 

Each module is trained using Bp (online mode) with 

adaptive learning rate; the training is stopped when 

network error is less than a proposed minimum error or the 

max number of iterations is exceeded.  

 

4.3 MAKING DECISION IN CNN 

CNN make decision if a sample belongs to a class 

using saved thresholds values to define some rules those 

identify each class samples(as in fig 1), where the test 

procedure take as inputs the sample and the index of a 

class to decide if the sample belong to it or not (return a 

Boolean value), as well as the weights sets of all classes in 

the data set, then test the sample with all weights sets if the 

sample belong to more than one class then return false 

(which means misclassification). 

 

Figure (1): Classifier agent processing 

 
5 RESULTS 

Experimental results show the efficiency of the 

proposed model for pattern classification in the all tested 

simulated cases, next the results of two data sets 

classification, each data set contains 10 classes each class 

contain 10 samples each sample composed of 10 features, 

where 30% of the data samples used for testing only 

(unseen from the network), and 70% of the samples used 

for training. And then the complete data set tested, the 

proposed methods (as well as the traditional neural 
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classification method using Bp in batch and online modes) 

tested in two data sets the first one the features in all classes 

had a stable behavior while the second experiment some 

features had unstable behaviors and some other features 

were overlapped to increase the problem complexity. Next 

figures show features behavior in class1 of the used data set 

in experiment1 and experiment2 respectively. 
 

Table (1): Difficult data set training results 

 

 
Figure (2): Features behavior in class1 (experiment1) 
 

 

Figure (3): Features behavior in class1 (experiment2) 
 

6 CONCLUSIONS 

The objective of this paper is to design of pattern 

classification model based agent's technology implemented 

as neural networks (CNN) using BP with adaptive learning 

rate as learning algorithm. To evaluate of this model, we 

simulated varies cases of classification data with different 

settings for network factors, the proposed model gives 

100% correct classification ratio of the datasets in optimal 

execution time.  

 

7 FUTURE WORK 

The only limitation of this research is that it did not 

use real field data. So our future work is to test the model 

on a real field of data, also we would try to prune the 

inputs of the network to eliminate weak features. 
 

Table (2): Simple data set training results 
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